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Abstract—This paper describes the application of Artificial data used to locat axd guide the spacectafto its
Intelligence planning techniques to the problem of antenndestination, and acquire flight radio science, radio and radar
track plan generation for a NAS Deep Space astronomy, ver long baseline interferometry, and
Communications Station. The described system enables geodynamics measurements.

antenm @mmunicatios tation to automaticaflrespond to

a set of trackig goals ly correcty configuring the From itsinception the DSN has been drivepthe need to
appropriate hardwarand softwared provide the requested create increasingl more sensitive telecommunications
communication services. To perform ghitask, the devices and better techniques for navigation. The operation
Automated Scheduling and Planning Environment (ASPENDf the DSN communications complexes requires a high
has been applied to automatiggliroduce antenna tracking level of manual interaction with the devices in the
plansthat are tailored to support a set of input goals. In thisommunications link with the spacecraftn more recent
paper, we describe ehantenra automation problem, the times NASA ha added some ne drivers to the
ASPEN planning and scheduling systemwhASPEN is development of the DSN(1) reduce tk cost of operating
used to generatatenna track plans, the results of severathe DSN, (2) improve the operability, reliability, and
technoloy demonstrations, and future wor utilizing maintainabiliy of the DSN, and (3) prepare for amera of

dynamic planning technology. spae eploration with the Ne Millennium program:
support small, intelligent spacecraft requyinery few
TABLE OF CONTENTS mission operations personnel [8].
é’_ Il—ll\g\?/?rDHUEC[T)gm OPERATES This paper addresses the_ problem of_ automatgq track plan
3. TRACK PLAN GENERATION: THE PROBLEM generation fpr the DSN, i.e. automa.tlgza'ﬂetermlmng the
4. THEASPEN MODELING LANGUAGE AND SEARCH necessaractions to set up a communicationklimetween a

deep spee atenra and a spacecraft. Similar to many
plannirg problems, track pla generation involves elements
such as subgoaling to achieve preconditions and
decomposing high-level (abstract) actions into more detailed
sub-actions. However, unlike most classical planning
problems, the problem of track generation is complicated by
the need to reason alidgsus sich & metric time, DSN
resources and equipment states. To address this problem, we
have applied ta Automated Scheduling and Planning

1. INTRODUCTION Engire (ASPEN) to generat atenna track plans on

The Deep Space Network (DPNY] was established in demand.

1958 and since then it has evolved into the largest and most ] ) . )

sensitive scientific telecommunicatand radio navigation ASPEN [1,7] is a generic planning and scheduling system
network in the world. The purpose ofthSN isto support ~Peing developed at JPL thatstmen successfyllapplied to
unpiloted interplanetgr spacecraf missions and support Problems in both spacecraft commanding and maintenance
radio and radar astrongnobservations in # exploration of ~ Scheduling and is mo being adapted to geneeamtenna
the solar system and the universe. €hae three deep track. plans. ASPEN utilizes technl'ques from Artlf]C|aI
spae ®mmunications complexes, located in Canberra!ntelhgence planning and scheduling to automatically
Australia, Madrid, Spain, and Goldstone, California. EacKJeneraéthe necessgrantenna command sequence based on
DSN complex operates four deep space statiomne 70- iNput goals. TI8 sequence is produteby utilizing an
meter antenna, two 34-meter antennas] eme 26-meter iterative repait algorithm [7,9,11], which classifies
antenna. The functiarof the DSN are to receive telemetry conflicts and resolves them each individyaly performing
signab from spacecraft, transmit commands that cdrttre ~ On€ or more plan modifications.  Bhiystem has been
spacecraft operating modes, generatertio navigation adapted to input antenna tragi goals and automatically
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produce the required command sequence to set up tkemputer keyboard to ¢hlink subsystems. This paper

requested communications link. discusses the application of the A®PRlanning syste to
automaticay generate DN track plars (i.e. the steps

Thiswork is ore dement of a far-reaching effort to upgrade necessar to set up and perfor the requested track) and

and automate D% operations. The ASRE Track Plan dramaticaly reduce the need for mamanual steps.

Generator has been demonstrated in support eD#ep

Space Terminal (DS-T), which is a prototype 34-meter deep 3. TRACK PLAN GENERATION: THE PROBLEM

spae ®mmunications station intended te @pable of _ _ _
fully autonomous operations [5,6]. Generating an antenna track plan involves taking a general

service request (such as telemetrthe downlink of data
Thisrest of this paper is organized in the following mannerfrom a spacecraft), an antenna knowledge-base (which
We begn w Characterizing th arrent mode Of operations prOVideS the information on the requirements Of antenna
for the DSN, and the describe the track plan generation Operation actions), ahaher project specific information
problem. Next, we introduce the ASPEN planning andsuch as the spacecraft sequence of events), and then
scheduling system dndescribe its modeling languagnd ~ generating a partially-ordered sequence of commands.
search algorithm(s). We then present an operstigample ~ This command sequence will properlconfigure a
of using ths system for tralc plan generation and discuss communications link that enables the appropriate interaction
several successful demonstrations that were performed witMth the spacecraft. To automatesthask, the ASPEN
Mars Global Surveyor using a 34-meter antenna station iplanning and scheduling system has been applied to
Goldstone, CA. Finally, we disss ®me related work and generagantenna operation procedures on demand.
descrile airrent efforts to expand thig/stam to incorporate )
a dynamic p|anning approach which will alldor closed- ASPEN ha been adapted to use h|g'h-|eVEI antenna track
loop control and automatieror recovey when executing a information to determine the appropriate steps, parameters

DSN antenna track. on these steps dnordering constraints on these steps that
will achieve the inputrack goals. In generating the antenna
2. How THEDSN OPERATES track plan, the planner uses information from several

sources (see Figure 1):
The DSN track process occurs gdibr dozens of different

NASA spacecraft and projects whicuse tre DSN to Equipmem] [projectSe,\,iﬂ
capture spacecraft data. Though the process of sending Configuration Request SOE
signak from a spacecraft to Earth ¢onceptuall simple, in

reality there are mag earthside challenges thawust be \l

addressed befer a spacecraft’s signais acquired and

successfull transformed into useful information. In the

remainder of thé sction, we outline some of the steps Jr—
involved in providing tracking services and particular ASPEN Planne
discuss the problem of track plan generation. .

The first stepn performing a DSN tracksicalled network
preparation. Here, a project sends a request for the DSN to
track a spacecraft involving specific tracking services (e.g.

downlink, uplink). The DSN resposdo the request by Antenna Track

attempting to schedule the necegsaesources (i.e. an Pt

antenma and other shared equipment) needed far tthck.

Once a equipment schedell and aher necessary Figure 1 ASPEN Inputs and Outputs

information has been determined, the next step is the data

capture process, whichperformed ly operatiors personnel

at the deep space station. Duringstiprocess, operators Project Service RequestThe service request specifies the

determine tk correct steps to perfor the following tasks: DSN services (e.g. downlink, uplink) requestgdte

configure tle equipment for the track, perform the actualproject and corresposdb the goals or purpose of the track.

establishment of #n @mmunications link, and timeperform

the actulatrad by issuing control commands to the various Project SOE .-The project sequence of events (SOE) details

subsystems comprisingehink. spacecraft events occurring during the track - including the
timing o the beginning and endin o the track and

Throughout tle track the operators continugllmonitor the  spacecraft data transmission biterahanges, modulation

statis of the link ard hande exceptions (e.g. #areceiver index changes, and carrier and subcarrier frequency

breaks lock with the spacecraff they occur. All of these changes.

actiors are arrenty performel by human operators, who

manualy issue tens or hundreds of commands



Antenna Operation KB

1 Activity Pre_track {

2 Decompositions =

3 (Begin_pre_track, Configure_subsystems, Point_antenna, On_point_check,
4 Start_ AP C wher e o rdered)

5 h

6

7 Activity Acquire_signal {

8 int way;

9 time_param bot_time;

10 Timeline_dependencies =

11 bot_tim e < - bot_time_sv

12 reservation s=

13 BVR,

14 Antenna_sv must_b e on_point”,
15 Signal_sv change_to “acquired”;

16 b

,W ay < -way_sv;

Figure 2 ASPEN Activity Examples

- The Antenna Operations

Knowledge Base stores information on ava#galahtenna

operations actions/commands.
actiors
communication

essential
this

e @mbined ©
services.

can provide

Specifically,

personnel. Each application mbde comprised of several
files which define and instantiate activities, resources, and

This KB dictates howstates.

includesThe central data structure in ASREis an activity. An

information such as action preconditions, postconditionsactivity corresponds to the act of performirgg cetain
and command directives and also includey ather
relevant information such as resogitand state descriptions.

Equipment Configuration This configuration details the
types of equipment availabland includes iters sich as the
antenna, antenna controlleretieceiver, etc.

4., THE ASPEN MODELING LANGUAGE AND
SEARCHALGORITHM

ASPEN is a reusable, configurable, geoeglanning/

scheduling application framework that can be tailored t
specific domains to creatonflict-free plans or schedules.

It's components include:

An expressive modeling language to @allthe user to
naturally define the application domain

A constraint management system ffepresenting and
maintaining antenna and/or spacecraft opersglaitid
resouce onstraints, as wellsactivity requirements

A set of search strategies

A temporal reasoning system for expressing and
maintaining temporal constraints

A graphical interface for visualizing plans/schedules

function (e.g. configuring # atenna receiver) and
represerg an action or step in a plan/schedule. Once
instantiated it has a staime, an end time,ra duration.
Activities can also use one or more resources and reason
about domain states. Figu2 shows sveral activity
definitions utilized for antenna-track pla generation.
Shown ga “Pre_track” activiy that introduces into the plan
the steps required to set ugettenra and subsystems for

the actultrack, and an “Acquire_signal’ actiyithat uses

the antenna receiver to acquire the spacecraft signal.

Activity parameters arused to store values in activities or

Feservations. Lire8 and 9 contain parameters that specify

the number of communication channels (or ways) utilized in
the track and the time the tkalosegan. Parameter values can
be sé¢ in an activiy definition, passed in from other
activities, or a in this case, determinedy lxhecking the
value of a particular statlas $1own on lines 10 and 11).
These parameter values are then later referenced when
generating the actual command that will executedtep in

the final antenna track plan.

Activities can also contaidecompositions, as shown in the
first activity definition in Figure 2. Thd activity contairs a
decomposition into  several subactivities (e.0.

A brief introduction into the ASPEN modeling language isConfigure_subsystems, Point_antenna). These subactivities
given below. For more detaibn ASPEN, see [1,7].

Modeling Language

The ASPEN modeling languagdlows the user to define
activities, resources, and states whdescrile aparticular

application domain A domain modkis input at start-up
time, so modifications can be netb the model without
requiring ASPH to be recompiled. The modeling language Reservations are used to reserve a portion of a resource or
has a simple syntax, which can eabié usd by operations

are activities that can be scheduleds @ime within the
parent activiy time interval subject to grconstraints within
the subactivig definitions Thus & ®on asa “Pre_track”
activity is instantiated in a plan, it's subactivities are also
instantiated. Decompositions maalso be “ordered”, such
as treone show here, where all sub-activities must occur in
the order specified.

state for the duration of an activityrhe second actiwtin



Figure 2 contains a reservation ore tBlock-V Receiver Conflict Detection
(BVR). There are two main types of resource reservation
ASPEN: atomi and aggregate. Line3ld Figure 2 shows Conflicts arise within a plan when a constraints f&en
an example of an atomic reservation that resernve8WR  violated. This constraint could be temporal or involve a
for the duration of the activity No aher activities can use parameter, resource or state. In order to reason about
the BVR during thé time. An example of an aggregate temporal constraints, ASREuUtilizes a Temporal Constraint
reservation would be to use N witf power or fuel or Network (TCN) that describes temporal relationships
some other depletable resource. between activities. The TCN can be querisdoawhether

the temporal constraints currgntlimposed between
State reservatiancan be used to reqeia cetain state be activities ae onsistent.  Also used is a Parameter
true or change the value of a state variabléne 14 of Dependeng Network (PDN) that reflects gndefined
Figure 2 requires that ¢hantenna b “on_point” (indicating dependencies between acvpgarameters. A dependency
that tre antenna $ pointing a the correct set of coordinates) between two parameteis defined as a function from one
before attempting to acquire the spacecraft sighiie 15  parameter to another. These dependencies are maintained
changes the state of the signal state variable to “acquiredy the PDN which checks that at yargiven time all
indicating that the spacecraft signalsh@en successfully dependengrelatiors are satisfied.
acquired kg the receiver.

Resource timelines are used to reason about the usage of
One other utilized feature thas not shown $ temporal physical resourcesybactivities. Conflicts are detected if
constraints between activities. ~ Examples of theséwo a more activities are utilizing an atomic resceid the
constraints are: starts_before, starts_after, contains, egame tineor if the aggregate usage of a reseuixceeds its
Thes onstraints can be used to spgqifartial ordering capaciy at ary given time. State timelines represent
over certain activities For example, in th antenna track attributes, or states, that can change over time evkeah
generation model, & ecified that the actiwt for stake can have several possible valuesAs activities are
generating receiver predicts (where presitittate settings placed/moved in time, the state timeline updates the values
for the receiver) must be ordered before the agtiwhich  of the state, and detects possible inconsistencies or conflicts
delivers the predicts to the receiver (e.g. Generatethat can be introduced as a result.
bvr_predicts ends_before start of Deliver_bvr_predicts).

Planning/Scheduling Algorithms
Besides activities, other defined model elements include
resources and states. Resource definitions contain a profildie search algorithm(s) utilized in a planning/scheduling
of a physical resource over time. Téerethree main types system typically search for a valid, posgilsiear-optimal
of resources: atomic, depletable, and non-depletabl@lan/schedule. The ASPEN framewdas the flexibility to
Atomic resources are physical devices that cay balused support a wide-range of scheduling algorithmBor this
(reserved) P one activiy at a time, suchsaa receiver or application, we mainly utilized a repair-based algorithm
antena ontroller. Depletable resources are resources tha$,8,10]. For track plan generation, ASWEbegirs by
can be usé by more than one actiyitat a time, but their 9enerating omplete schedule thatbossibly invalid using
capabiliy is diminished after use, suck a battey or other ~ & gréedy, constructv dgorithm. Then at every iteration,
power source. Non-depletable resources are similar € Schedule is analyzed, and repair heuristics that attempt
depletable resources except tittheir capacig does not to eliminate conflictin the sched@ ae iteratively applied

diminish and thus thedo not needa ke replenished, such Until a valid schedule ‘is found. — Domain-dependent
as memoy bus Most of the resources utilized for antennaheur'sucts. ca}n é)l E,:.SO added to dirgcthe search towards
track plan generation @ratomic resources that representmore optimai sofutions.

different pieces of equipment.
P quip 5. TRACK PLAN GENERATION: AN EXAMPLE

A device or subsyste may alo ke representedyba state  Gjven a set of tracking requests, ASPEN generat a
variable that gives information alidits staé over time. A conflict-free track plan within #order of seconds that will
state variald ontains a state profile, which is defined as aNcorrecty set up the requested communicasidimk. In
enumerated type. S@ma(a}mples of pqssible states are thatyrder p begin the planning process, the tracking service
an antenna caneb‘on_point”, “off_point” or “stowed”, a request, th equipment configuration, and the project SOE
receiver can & ‘locked” or “unlocked” and the Conscan gre parsed and relevant information is placed in a initial
subsystem canebon” or “off.” States can be reserved or setyp file which lists th requested trdc goals and any
changel by activities and a state variable must equal Somgg|eyant initial state information For example, Figer 3
state at evgrtime. Also, if there are several different statesgpows three actiwt instantiatiors that request that a

possible for a particular state variable, allowable statépre track” “Track and “Post trackactivity be placed in
transitions can be defined wieeonly certain transitions e final plan at specific times.

between those states are possible.



Pre_trac kp re_trackl{ Configure_equipment:
Start_time = 1998-213/13:32:26;

End time = 1998-213/13:47:26; Start jsc_asn.prc(dss,sc,pass,&ret_status)

y If ('ret_status) then
Write(“fatal error :C annot start

Trac kT rackl{ pass”)

Start_time = 1998-213/13:47:26; Goto fatal_err

End_time = 1998-213/16:40:00; Endif
} Start ugc_hi.prc
Post_track post_trackl{ If (ret_status) then

Start_time = 1998-213/16:40:00; Write(“fatal error :c an’ tc ontrol

End_time = 1998-213/16:50:00; UGC”)
h Goto fatal_err

Endif

Figure 3 Activity Instantiations .
Start apc_hi.prc

S If (Iret_status) then
ASPEN then decomposes these activities into the neces: (Wriﬂa("fatal) error ¢ an tc ontrol

steps that set up ¢h atenna and subsystems (i.e | aApc?)
“Pre_track”), that perform the track (i.e. “Track”), and the Goto fatal_err
perform the necessashutdown procedures once the trac | Endif

had ended (i.e. “Post_track”). Other initial state informatic | .

is provided ina “Set_state_values” actiyitwhich sets up
the appropriastate variables. The information includes th
spacecraft ID, antenna ID, the tracking goals,d#rier and
sub-carrier frequency, the symbol rate, etc. ASRPEalso
provided with tie model files that hold the relevant activity, | Ret_status = exec(*APC DCOS”)
parameter, resoce and state definitions, which were | Start apc_track.prc(&ret_status)

Point_antenna:

explained in tke previous section. If (ret_status) then
Write(“fatal error 1 ¢ annot point ant”)
Once the initial goals and state information are loade En(ji?to fatal_err

ASPEN utilizes its iterative repair algonithto creat a
conflict-free track plan that provides the requested servic
This final plan contains a lagy anount of information,
including a list of grounded activities (wleeeach activity
has been assigned a stime and end time), and a list of
constraints over those activities, including temporal
parameter, resoce and staé onstraints. ASPH also
displays the final resooe and state timelines which show

Figure 4 Antenna Control Script

the track First, a Schedule Executive sets up the track
schedule for execution and provides the medor
‘automated rescheduling and/or manual schedule editing in
the event of changes. The Configuration Engine is then
> responsible for retrieving lalhe necessary data needed for
the states of thesentities over tie course of the plan. The iy operations. Next, the Script Generator (ASPEN)
actual antenna control sctifnat will be used to execute the generates the necessary command sequenparfor the
track is output in a separate file which contains th§ack  Finally, a Station Monitor and Control process

command sequence necegséw set up the link. In the gyecytes the generated script and records relenanitor
model definition,a @mmand (or set of commands) can begata generated during the track.

specified for edt defined activity. Thes ®mmand are

then outptiin the @rrect sequence based on the final planpemonstratiosof the DS-T architecture were performed in
constraints. An example of this file format shown in Apr||, May and September 1998 where ASPas used to
Figure 4. Ths control scrip is then sento an antenna automatically generate the necessary command sequences
operator or execution agent whérwill be used to perform for a seris of Mars Global Surveyor downlink tracks using

the requested track. the equipment configuration at Deep Space Station 26
(DSS26), a 34-meter antenna located in Goldstone, CA.
6. DS-T DEMONSTRATIONS These command sequences were produced and executed in a

fully autonomowg fashion with no human intervention. In
In order to validate ASPEN’s ability to create a valid trackaddition, the September demonstrationsvier a 6 day
plan, ths system habeen demonstrated in support of theperiod where DS-T wsused to performall Mars Global
Deep Space Terminal (DS-T) [5,6] being developed at thgurveyor coverage scheduled for the Goldstentenna
NASA Jet Propulsion Laboratory. DS-T is a prototype 34tomplex. Thé corresponded to roughl 13 hours of
meter deep space communicatiogation intended to be continuows track coverage per day. Future demonstrations
capable of fully autonomous operations. When requested {gith DS-T will occur in support of the Ne Millenium

perform a track, the DS-T station automaticgierforms a  Beacon Monitor experiment wheaspacecraft wilinitiate
number of tasks (at appropriate timesquired to execute



its own telemetry tracking request in an effort to reduce botto detect. The advantage of combining these two systems is
mission operations costs and antenna over-subscription [1@hat FDIR can firs interpré the vast amount of data and
summarize it into a set of meaningful values for a planning
7. RELATED WORK systen to react to. We thi of this union & intelligent
analysis and intelligent response, much like a careful design

There ae a number of existing systemsilbtio solve real-  anq implementation; one without the other is of little use.
world planning or scheduling problems [11,12,13]. The

problem of track pla generation combines elements from
both these fields and thus traditional planners and
schedules cannot be diregflapplied. First, manclassical  This paper ha described an application of the ASPEN
planning elements must be addressed in this applicaticqutomated planning system for antenna track plan
such as subgoaling to achieve actyiviireconditions (e.g. generation. ASPH utilizes a knowledge base of
the antenna must be "on_pointo lodk up thereceiver) and information on tracking actiyt requiremerg and a
decomposig higher-level (abstract) activities into more combination of Artificial Intelligence planning and
detailed sub-activities. In addition, manscheduling scheduling techniques to generahtenna track plans that
elemens are presemst sich as handling metric tienand  will correctly setup a communications link with spacecratft.
temporal constraints, and representing and reasoning abawe also described several demonstratitrat have been
resources (e.g. receiver, antanmntroller) and states (e.g. performed as part of the DS-T architecture where ASPEN
antenna position, subcarrier frequency, etc.) over time.  was used to generate plans for downlink tracks with Mars
Global Surveyor. Finally, we described a planned extension
One other system has been designed to genanénna of this system which will all for closed-loop error
track plans, the Deep Space Network Antenna Operationecovey and fault detection using dynamic planning
Planner (DPLAN) [2]. DPLAN utilizes a combination of Al techniques.
hierarchical-task network (HTN) dn gperator-based ACKNOWLEDGEMENTS
planning techniques Unlike DPLAN, ASPHEN has a
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